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Mathematical system theory has traditionally been concerned with differential or
difference equations. Recently, however, there has been increasing interest of
system theorists for ‘discrete event systems’, whose evolution in time is marked
by the occurrence of ‘events’ (arrivals of messages or customers, completion of
tasks, etc.). This paper presents a brief survey of the approaches to discrete
events that have been developed so far within the system theory community.

1. INTRODUCTION
there has been a surge of pubhcauons

the system theory literature
systems

whose dynamics are not descnb dif}
rm ‘discrete event dynamic systems (or ]ust

aks about ‘system-
.. e purpose of this paper is to give an
introductory survey of what has been ac u ieved under this heading so far. Exactly
what 1s to be un u by a ‘system-theoretic approach’ can perhaps be subject
to debate; we will take the easy way out here, and consider mainly papers that
=d in the established systems and control journals, such as th
Transactions on Automatic Control and the SIAM Journal on Control and Optimi-
zation. As a consequence of this imitation, several important approaches to
discrete events will be covered only partly or not at all. This applies for instance
to queueing networks, discrete event simulation, and theorn UIrency.
[his paper is based in part on discussions that took place in the seminar on
discrete event systems that was organized by the author at the Centre for
Mathematics and Computer Science in Amsterdam 1n the spring semester of
1987. I would like to thank all the speakers that gave presentations in the sem-
mar* Ton de Kok (Centre for Quantitative Methods, Philips), Kees Praagman
Findhoven University of Technology), Jan Willem Polderman (CWI, now at
Twente University), Jan H. van Schuppen, Rein Smedinga (University of

* Affiliation omitted for members of CWI’'s Department of Operations Research, Statistics, and
System Theory.
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e. H owever, there are also processes
ibed in this way C0n31der for

a.bles be f unctions of a param
whose evolution in time cai
Instance, a prod uction hn
final product. Th rms of the numbers
of parts that are available at various stages, and the status of the machin
(broken / active). The evolution of the state is determined by events such
part bemng completed or a machine breaking down. Th all
‘discrete events’; the adjective is suggested by the facts that the states fo
discrete (finite, or at most countable) set. At this level of descnp tion, real time i
not present at all; a machine will produce no parts as long as it is broken, regard-
less of the amount of real time that is involved.

Other situations in which a ‘discrete event’ formulation is useful can be found
In communication networks, mulu-progr mmed computers, and traffic. Some-
times, one may want to include certain time intervals into the description - for
instance, the time needed by a machine to produce a single part, or the time-out
interval of a communication line that is waiting for a message. This would bring
in a real-time aspect, but a full description in real time may still not be possible
or even desirable.

There 1s a mutual relation between states and events: events may change the
state, but the state determines which events may or may not occur. A state tran-
sition matrix might be used to model such a situation, but usually one would like

to have models with more structure. A number of such models will be discussed
below.

3. WHAT IS SYSTEM THEORY?
Mathematical system theory is concerned with dynamical phenomena, and in
particular with quesuons that arise from predlctmn and control of such

phenomena. The orlgms of the field lie in electrical engineering (theory of electri-

cal networks) and in mechanical engineering (design of servomechanisms). It
now stands as a branch of applied mathematics that provides a link between
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analysis of such networks is to con
throu ghput average queue length
analytical solution is oﬂen not ava
mixture of an 1 et

the results are gener
UOHS and simul

L he above alread y suggests |
formidable task. In practice, tl
network one would lik timize the perf ormance measures. Usin g strai o
forward methods to search for an optimum ca lls for the evaluation of man
different networks, and the com putatlona_l eﬂ ort involved m

be quite forbiddin Analytical tools which help to red -
tation are, therefore, badly needed. One such tool 1s p
analysis of queueln g networks, developed at H .
tutions by Y.-C. H O an d co-workers from the early eight:
to expose th In general terms were H 1] and
analy31s tecnn que under certain
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nes will change, eith er as a
because of proj

ard anal yUC 1] Y, whcrcas the PIOp agahon
ed by simple ‘propagation rules’. For mstance,
- e ic delaved trajecmry

ol yway . j

mdlcates that the customer would have had to wait th hi
turbance is not propagated beyond the node. Note that propagation can
take place in the backward direction: for instance, if the perturbation mak
certain server slower, and if this server has a finite buffer which
moment 1s already full in the nominal trajectory, then tl eceding servers will
have to wait longer before they can output to the slowed server’s buffer. Using
the 1 mation about the perturbed event occurrence times, one can compute

N O]
perturbed values of performance measures one 1s interested in. Since we assumed
small perturbations in order to justify the assumption that the order of the events
1s not changed, the result of the computations is essentially the gradient of the
performance measures with respect to the perturbed parameter.

Simple as the basic idea may be, the questions raised by the approach are
manifold and intricate. For instance, to obtain an estimate of the sensitivity of
the expectation of a performance measure with respect to a certain parameter,
one would be led to average the results that one gets by the method described
above from a large number of samples (or, with an appeal to ergodicity, from one
very long sample). However, in this way one obtains an approximation of the
expected gradient, which need not be the same as the gradient of the expectation
- 1n particular, this situation will often prevail when the performance measure as
a function of the parameter shows jumps at sample dependent points. This point
1s made very clear in [2], a paper for which the author, Xi-Ren Cao, received an
Outstanding Transactions Paper Award at the 1987 Control and Decision
Conference.

A simple example may illustrate the issue, which has given rise to a consider-
able research effort (see the survey 1n [10]). Suppose we are interested in comput-
ing the gradient of the expected time at which we arrive at our office (perfor-
mance measure) with respect to the time we leave home (parameter). In order to
get to the office, we have to catch a bus, which comes along at the bus stop at
times that show some varniance. To determine the derivative of the arrival time of
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__ will almost surely be violated for any fixed
bation when the number of sam ples considered goes to infinity (or when one con-
siders a single sample th ufficiently long). So the question of consmtency has
to be approached with great care. Nevertheless, consistency has been p
a number of cases; see for instance [26].

Sometimes it may be necessary or preferable to take the possibility of event
order change explicitly into account. Techniques for doing this have been
developed under the name of finite perturbation analysis (as opposed to
infinitesimal perturbation analysis, as discussed above). Propagation rules can be
formulated for the zero-order case (no event order change), first-order case
(interchange of two adjacent evems) and so on. This work was started in [12],
where it was shown by simulation that higher-order analysis leads to good esti-
mates for a wider range of perturbations than zero-order analysis does. The
approach of [12] ignores the state change associated with an event order change.
A recent refinement, presented under the name extended perturbation analysis in
[14], does take this state change into account by patching together pieces of the
nominal trajectory that have the right starting states - an approach which 1s vahd
by the Markov property. The improved accuracy goes at the cost of extended
simulation time, and so lessens the advantage of perturbation analysis methods

over brute-force simulation.

5. A LINEAR-SYSTEM-THEORETIC VIEW

We have mentioned production lines (or flexible manufacturing systems, if you
like) as one example of discrete-event dynamical systems. The operation of such
production lines is often essentially deterministic in between machine break-
downs. Compared to other discrete-event systems such as com

nunication net-
works, where it may be quite reasonable to assume an arrival rate with a definite
(say, Poissonian) d stribution, this leads to a situation which does not fit the
queueing network model very well. A method to study the deterministic
behaviour of dlscrete—event systems was proposed by Cohen et al. in [5]. The
approach is based on a matrix representation of processing times in a network. A
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he machine that 1t represen 2
art that appears as a resuh of the com plehon of th

fiers Prece d-
I'he effectuation of a job causes a redistribution of dots over the clrcl es

graph, the amount of dots before and after not necessarily being the same.
Finally, there are parts that go in (resources) and parts that go out (completed
products). Entrance of parts is marked by the bars denoted u; and u, in the

figure, whereas exit takes place at the bar y.

T

FIGURE 1

Now, let d;(c) be the time at which machine x; starts to work on its c-th job.
(The letter d 1s for ‘date’, c 1s for ‘count’.) Also, let i(¢) denote the time at which
copy number ¢ of resource j becomes available, and let y (c¢) be the time at which
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" E(C)_E-rl? d3(€)+55, d2(6}+ 33)

dy(¢) = max(uz(c —2)+1,,da(c —1)+14) (2)
d3(c) = max(d,(c)tte,dr(c —1)+1) (3)
max (d,(c —1)+1g, d3(c)+19). (4)

y(c) =

to 1nvolve maxima of sums rather than

(3)

d
y() =(—o0 —oo tg)|da|(c) +

+ (tg —o0 —o0)|d;y|(c—1). (6)

In general, an event graph such as the one in Figure 1 may be given a matrix
representation of the form

d(c) =Aod(c) +Ayd(c—1)+ --- +Apd(c —k)+

+ Bou(c) + --- +Bu(c —k) (7)
y(c) = Cod(c)+ -+ + Cpd(c—k) +

+ Dgu(c) + -+ - + Diu(c — k). (8)

This description is just an alternative representation for the event graph that has
been given in pictorial form in Figure 1; the relation between the two representa-
tions is quite direct and comparable to the connection between a graph and its
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mutativi iy
dioid [7]. So, th atr _
ble research directions.

. , In particular, the analog 1s studied of the
closed (autonomous) inear system x(¢) = Ax(¢). For this equation, one knows
that, if there is a simple real eigenvalue A of 4 such that all other eigenvalues
have real parts smaller than A, then the long-term behaviour of the solution is
dictated by the eigenvector belonging to A. It turns out that the analogous equa-
tion x (k + 1) = Ax(k), where addition and multip ?cation are now interpreted in
the max-algebra, shows a similar and perhaps even sim pler behawour.. If th
ghted graph corresponding to the matri» ed - L)
node can be reached from every other node),
exactly one eigenvalue (defined in
Ax = Ax for some nontrivial x). Moreover, if the assocmted el genvector 1S
unique, then the evolution of the closed system becomes periodical after a fini
the eigenvector. In fact,

number of steps, with the operating mode being given by
num of the average weights of the circuits in the

the eigenvalue of A4 is the maxir
graph associated with it, and the eigenvectors can be found from the circuits with

the largest average weights (critical circuits).
['he max algebra has been used before for graph-related problems, notably by
R. A. Cuninghame Green [8]. However, the connection with dynamic problems
as explored in [5] seems to be new. The theory of lin AmMIC systems is quite
a bit more extensive than the theory of linear equations, and if one is justified in
ikening the theory of Cuninghame Green to the latter and that of Cohen et al. to
the first, then a considerable development of thi 11l to be expected.
The ‘event graphs’ discussed above are also well known in computer science;
they form a subcategory of the class of Petri nets [20] which find use in the study
of concurrency. The graph shown above is an example of a timed Petri net; this is
one of the many species of Petri nets that have been developed. The real-time
aspect 1s often left out of consideration when basic properties such as liveness
and safety are being studied.

The approach in [5] enables one to compute cycle times for closed networks.
(In automated factories, production ‘lines’ are often more like closed curves, if
one considers the pallets on which the parts move around as the basic entities.) It

then one can show that A has
the obvious way, as a number A such that
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have been proposed [18, 19].

6. SUPERVISORY CONTROL

In control theory, a crucial notion is the dists
| he term ‘pl nt’ 3
ants to control.

\d controller.
rng to whatever process one
a control - . the con-

nction between plant a
ed as a generic phrase refes
nt represents the data 1o

to dem gn a contro ller for some sPex:lﬁc pl nt, but rather to find an al
hich will, f or every plant 1n a gwen dass produce a controller which will
- o goals when apph different plants wil
re different controllers to achieve the same design goals, and so
the synthesis algont hm 1s no hing else but a map the given set of plants to a
gwen set of controllers, assigning to every .. nt a suitable controller.
[his point of view has been very fruitful in control theory. To forn
thesis problem, one has to specify:

[1 a set of plants;

ulate a syn-

[l a set of controllers;

[1 the way interaction tak
[J a set of design goals.

For example, the set of plants may be the class of all constant-param ..
systems with a strictly proper rational transfer matrix, assumed to be given 1in
state space form:

x(t) = Ax(t) + Bu(t)
y(t) = Cx(2).

Here, A, B and C are real matrices of appropriate dim
be taken from the same class:

7(t) = Nx(t) + Lr(?) (11)
v () = Mz (). (12)

The interaction between plant and controller can now be specified as the one that
arises from a feedback connection:.

r(t) =y(@) (13)

es place between plant and controller;
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rx above 1s smbEe but such a refo

hilized by a controller of a gwen ord er

[he 1dea of controﬂer design is not clearly present either
analysis approach to discrete-event systems or in the approach using the n
algebra. Still it is clear that there is a place for control in the context of discrete
events - for instance, a network protocol can very well be seen as a controller
which acts on a ‘plant’ (the agents in the network) m order to reach Specil
de51g:n goals, such as avoidance of dead] ] 1k
‘controller’ and plan t-controller interaction’ in the discrete-event context were
proposed by W. M. Wonham and P.J. Ramadge in [25]. They used the formal;

of automata for this purpose. So, a plant is not given by a set of differential equa—-
tions such as above, but by a finite or infinite state machi -
place when there is a transition from one state to anot! h '

sitions being determined by the transition fus
from Q X2 to QO (Q the set of states, 2 the set of events).
same form, and the crucial point that remai
controller interaction.

This 1s done as follows. The event sets of plant and controller are taken to be
the same, so that both machines are driven by the same events. A control pattern
iS, by defin ﬁOIl, an yl ment of the attributes ‘enabled’ and ‘disabled’ to the
event set; the transition function of both plant and controller is modified, for
each particular control pattern, by allowing only enabled events to take place.
Now, the connection between plant and controller is established by a map ¢
(called the feedback mapping) which assigns to every controller state a control
pattern. The range of ¢ is restricted to a predetermined set of ‘feasible’ control
patterns; this restriction adds considerably, of course, to the nontriviality of the

[he con troller 1s of the
ns 1S, how to define the plant-

* Consideration of automata is in itself not new in system theory; see for instance Arbib’s contri-
bution 1n [15].
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states consist of two econd user’s bufi

fer 1s
empty or full. Th ur events: a; and a, indicate the arrival of a mes-
sage from user E ST

nd user 2 respectively, e _
from user 1 or user 2 is being sent. The state transition diagran
below.

1 1S as 1n Figu

an

There are four feasible control patterns, corresponding to the events s, and s,
being enabled or disabled; the events a; and a, are always enabled. (In the
Wonham-Ramadge terminology, s, and s, are called controlled events, whereas
a, and a, are uncontrolled events.) The controller i1s an eight-state machine; the
state consists of three bits of which the first two have the same meaning as in the
plant states, and the third indicates whether the previous message sent was from
user 1 or from user 2. The state transition diagram 1s as in Figure 3.

Finally, a mapping ¢ can be defined from the controller states to the feasible
control patterns such that s, is disabled in states 011 and 111 and enabled other-
wise, and such that s, is disabled in states 102 and 112, and enabled otherwise.
This ensures that the coupled system consisting of plant, controller, and feed-
back mapping will show the desired behaviour.

[he combination of a controller plus a feedback mapping as in the example
above is referred to by Wonham and Ramadge as a supervisor, and the method of
control is denoted as supervisory control. The above example was of course simple
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enough to allow construction from scratch of a supervisor that meets the
speaﬁcatlons The mterestmg problem 1s to give general methods for construct-
Ing supervisors to fulfill given speaﬁcatlons In [30], Wonham and Ramadge
assume the specifications to be given by an automaton that determines a sublan-
guage of the language generated by the plant automaton. The purpose of the
supervisory control is to ensure that events take place in a proper order, without
however imposing restrictions that do not necessarily follow from this demand.
In other words, the task is to select, from all languages that are controllable in
the sense that they can be enforced by a supervisor using feasible control pat-
terns, the largest one that is contained in the given sublanguage.Wonham and
Ramadge show that the solution to this problem (or actually, a somewhat more
refined version of it) can be given a fixpoint characterization. Moreover, they
give a constructive algorithm to compute the solution in the regular case, when
both the plant automaton and the automaton that describes the ‘orderly’
sequences have a fimte number of states.

As 1s often the case with important theorems, the result just mentioned gives
rise to a host of new issues and possible lines of development. For instance, there
1s the problem of supervisor complexity, as measured by the number of states of
the supervisor automaton. Sometimes, a supervisor may be reduced in the sense
that some of its states may be lumped with no effect on the imposed behavmur
‘The resulting concept of a ‘quotient supervisor’ is discussed in [30]. TI
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ue of con Pumn onal con pl exity. Although 1 wn 1n [24] that the

rithm of E3GE 1S ' Oly nomial in the number of states as sSOCl1a E@d

SOE‘ ‘sees’ every event
Lkes place. ¢

&SSU WOUEd be unrealistic in m &ﬂy

ed] d “output feed-
. T'he recognition of this observability problem calls for a
interaction, and several proposals have been
made to handle this [4,17,22]. In [4], the authors introduce a ‘mask’, which is a
mapping from the set of plant events to the set of supervisor events. Plant events
that have the same image under this mapping cannot be distinguished by the
supervisor' there i1s also a ‘null event’ corresponds

ing to plant events that the
supervisor doesn’t notice at all. Et is shown that t classical case of the alrernat-
ing bit protocol can be fitted i

Whuile 1t i1s therefore suggested
that the set-up of [4] would be smtable for the analy31s and synthesis of commun-
ication protocols, the discussion in [16] of transaction executions in database sys-
tems indicates that the presence of partial information in this context needs a
model that 1s different from the ones proposed 1n [4, 17,22]. In [4], an algornithm
1S given to construct a solution to the minimally restrictive supervisor problem
under partial observation, if the solution is required to lie in a specific subclass;
an alternative algorithm, which applies under weaker conditions, has been given
in [3]. The i1ssue of computational complexity for systems with partial observa-
tions 1s discussed 1n [28].

7. FINAL REMARKS
In the beginning of this paper, the question was asked what contributions can be
expected from system theory towards the study of discrete events. To answer
this, we have looked at a number of approaches to discrete events that have been
published in the system theory literature. Blending 1n a good deal of personal
prejudice, I would like to offer the following as aspects of discrete events on

which some addjtional light could be shed from a system-theoretic perspective.

a. Questions of representation and parametrization. In system theory, the
representation of a system 1s adapted to the goal one has in mind. For the
representation of linear systems, for instance, several ‘nice’ forms exist which
each are particularly suited for expressing certain properties. Algorithms exist to
go from one of these forms to another, and such ms are very useful to
make clear the meaning of various system properties in each of the possible
representations. Also, there is the modeling problem of going from a given
(unstructured) representation to a better one. There is an obvious parallel here
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the essential features of Pl ants with

1al way. The correctness of a solu-
the correctness of the al thm th

| cation of solutions (communication
the correctness of the syn-

protocols, for mstance)
eSi S a_lgori thim .

ecific design principles. One example of a design principle in system theory 1s
the internal model prmczple which says that every controller that 1s able to regu-
late a plant must contain an ‘internal model’ of the signals it can cope with. (See
[29], p.210 for a more precise formulation.) The ‘quotient structure theorem’ of
[25] can be interpreted as an attempt to formulate a similar internal model prin
ciple in the context of discrete events. The observer plus state feedback scheme,
which has already been mentioned above, constitutes another design principle
which could find possible use, in particular 1n situations where one has to do with
partial observations. Many problems in the design of protocols which must
ensure proper functioning of a noisy channel call for a disturbance decoupling
property: the occurrence of disturbances should not have an effect on the essence
of the communication process. A similar ‘disturbance decoupling’ property has
been investigated quite extensively for hnear as well as nonlinear systems, and
the principles developed here might turn out to be useful also in the context of
discrete-event systems.

The approaches we have discussed are quite different in scope. The perturbation
analysis approach is quantitative in nature; it concentrates on performance
measures that are given by numbers. The ‘supervisory control’ set-up, on the
other hand, 1s concerned with qualitative features; it guarantees that events will
take place in an orderly sequence, but there is no indication how long a particu-
lar sequence will take. On this scale from quantitative to qualitative, the
approach using state space representations of timed Petri nets is somewhere
between the other two. There is no intrinsic reason why there should be just one

level of analysis which would provide a suitable platform for discussion, and it
may well be that qualitatively oriented approaches will remain co-existent with
quantitatively oriented ones.

In a recent editorial in the IEEE Transactions on Automatic Control [9], Y.-C.
144




place.

0 (1969). Applied Optimal Control, Ginn

CAO (1985). Convergence of parameter sensitivity estimates in a sto-
nment. IEEE Trans. Automat. Contr. AC-30, 834-843.

. 1. MARCUS (1989). On suprema | langua ges of classes of sublan-
guages that arise in supervisor synthesis problems wit h partial observation.
Math. Control Signals Systems 2, 47-69.
R. CIESLAK, C.DESCLAUX, A.S.Fawaz, ]
control of discrete-event processes with pas
mat Conzr A C 33, 249-260.

H1 D. Dus . P.QUADRAT, M. VIOT (1985). A lLnear-system-
theoretic view of discrete-event processes and its use for performance
evaluation in manufacturing. IEEE Trans. Automat. Contr. AC-30, 210-220.
6. Y.C.Ho (GUEST ED.) (1989). Proc. IEEE 77-1. (Special 1ssue on dynamics
of dlSCI'th event systems. )

7. [. GONDRAN, M. MINOUX (1984). Graphs and Algorithms,
ter.

8. R.A.CUNINGHAME GREEN (1979). Minimax Algebra, Lect. Notes Econ.
Math. Syst. 166, Springer, New York.

9. Y.-C. Ho (1987). Basic research, manufacturing automation, and putting
the cart before the horse. IEEFE Trans. Automat. Contr. AC-32, 1042-1043.

10. Y.-C. Ho (1988). A selected and annotated bibliography on perturbation
analysis. P.VARAIYA, A.B.KURZHANSKI (EDS.). Discrete Event Systems:
Models and Applications (Proc. IIASA Conf., Sopron, Hungary, August 3-7,
1987), Lect. Notes Contr. Inf. Sci. 103, Springer, Berhin, 217-224.

11. Y.-C. Ho, X.R.CAo0 (1983). Perturbation analysis and optimi
queueing networks. J. Opt. Th. Appl. 40, 559-582.

12. Y.-C. Ho, X. R.CA0, C. G. CASSANDRAS (1983). Infinitesimal and finite per-
turbation analysis for queueing networks. Automatica 19, 439-445.

13. Y.-C. Ho, C.G. CassANDRAS (1983). A new approach to the analysis of
discrete event dynamic systems. Automatica 19, 149-167.

14. Y.-C. Ho, S.L1 (1988). Extensions of infinitesimal perturbation analysis.

. VARAIYA (1988). Supervisory
tial observations. IEEE Trans.

zation of

145



19.

20.

21.

22.

23.

24.

25.

26.

27.

28.

29.

30.

4(C-33, 4277-438.

fathematical Sys-

and analysis of transaction execution in

EEE Tmns Auw at. Contr. AC-33, 439-44].
. WONHAM (1987) observability of discrete-event
Univ. of Toronto.

Sy st Con trol G
P. MOLLER (1986). Th me d Hamilton dans les dioides et appli-
cation a l’étude des systé mes a évenements discrets. A.BENSOUSSAN,
J. L. L1ONS (EDS.). Analysis and Optimization of Systems (Proc. 7th Int. Contf
Antibes, June 1986), Lect. Notes Contr. Inforn
215-226.

G. J. OLsSDER (1986). On the characteristic equation and minimal realiza-
tions for discrete-event dynamic systems. A.BENSOUSSAN, J.L.LIONS
(EDS.). Analysis and Optimization of Systems (Proc. 7th Int. Conf., Antibes,
June 1986), Lect. Notes Contr. Inform. Sci. 83, Springer, Berlin, 189-201.

J. L. PETERSON (1981). Petri Net Theory and the Modeling of Sys-
tems, Prentice Hall, Englewood Clhiffs, NJ.

L.S. PONTRYAGIN, V.G.BoLTYvAaNnskIl, R.V.GAMKRELIDZE, E.F.MiIisH-
CHENKO (1962). The Mathematical Theory of Optimal Process-
es, Interscience, New Y ork.

P.J. RAMADGE (1986). Observability of discrete event systems. Proc. 25th
IEEE Conf. Dec. Contr. (Athens, Greece, 1986), IEEE, New York, 1108-

1112.

P.J. RAMADGE (1988). Supervisory control of discrete event systems: A sur-
vey and some new results. P. VARAIYA, A. B. KURZHANSKI (EDS.). Discrete
Event Systems: Models and Applications (Proc. IIASA Conf., Sopron, Hun-
gary, August 3-7, 1987), Lect. Notes Contr. Inf. Sci. 103, Springer, Berlin,
69-80.

P.J. RAMADGE, W.M.WoONHAM (1986). Modular supervisory control of
discrete event systems. A.BENSOUSSAN, J.L.LIONS (EDS.). Analysis and

Optimization of Systems (Proc. 7th Int. Conf., Antibes, June 1986), Lect.
Notes Contr. Inf. Sci. 83, Springer, Berlin, 202-214.

P.J. RAMADGE, W. M. WoNHAM (1987). Supervisory control of a class of
discrete-event processes. SIAM J. Contr. Optimiz. 25, 206-230.

R.SURI, M. A.ZAZANIS (1988). Perturbation analysis gives strongly con-
sistent sensitivity estimates for the M/G/1 queue. Management Science 34,
39-64.

J. G. THISTLE, W. M. WONHAM (1986). Control problems in a temporal logic
framework. Int. J. Contr. 44, 943-976.

J. N.TsITSIKLIS (1989). On the control of discrete-event dynamical systems.
Math. Control Signals Systems 2, 95-107.

W. M. WoONHAM (1979). Linear Multivariable Control: a Geometric Approach
(2nd ed.), Springer, New York.

W. M. WONHAM, P.J. RAMADGE (1987). On the supremal controllable sub-
language of a given language. SIAM J. Contr. Optimiz. 25, 637-659.

>3

. Sci. 83, Springer, Berlin,

146



